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I. INTRODUCTION 

The International Solar Terrestrial Physics (ISTP) 
program is an ambitious space exploration program involving 
spacecraft built and managed by three international agencies: 
NASA, ESA, and ISAS. The ISTP program is a major new space 
science initiative to study the energetics of the near Earth 
space environment (or geospace) with instruments on a set of 
integrated and coordinated spacecraft flight missions. The 
intent of the program is to mobilize a worldwide scientific 
community in a coordinated study of Sun-Earth plasma 
interactions, solar and heliospheric physics, and global 
geospace physics, in addition to extending our current 
knowledge of basic space plasma physics. 

Modern computer-to-computer electronic networks are 
already being employed to facilitate international 
collaborative data exchange and analysis. Even before the 
ISTP spacecraft are launched, direct electronic links can 
greatly facilitate rapid communication among the various ISTP 
experimental groups and project offices in all countries in 
the joint development and checkout of flight hardware. More 
important, with the breadth of interests aid the multitude of 
scientists involved in a project like ISTP, easy collaborative 
and correlative analysis of data from multiple instruments and 
spacecraft is the key to achieving the scientific goals on 
which the project has been founded. That analysis requires 
the existence of a capable network. 

The Space Physics and 'halysis Network (SPAN) was 
implemented and funded by NASA to support exactly the kinds of 
science that will be central to the ISTP project (see Green 
et. al, 1983). SPAN has not been sized or designed in 
itself, however, to support the volume of traffic or other 
requirements associated with a collaborative flight project of 
the scope of ISTP. But a project-oriented network could be 
overlaid on the existing SPAN network that can meet project 
requirements and would yet take the maximum advantage of the 
existing communications structure. An ISTP network created in 
this fashion would be fully interconnected with existing SPAN 
capabilities, would utilize the management structure and 
experience associated with SPAN a fully functional backup 
system. At the same time, at minimum cost and with full 
project control, the ISTP project would obtain a network 
dedicated to ISTP requirements. 

The purpose of this document is to propose a cost effect 
computer network to support ISTP correlative data analysis. 
The proposed system makes the-most of the existing NASA of 
communications infrastructure and remote institution hardware 
and software. In addition, the configuration is based heavily 

- 3 n  the experience gained from years of trial and error in the 
gradual imple-mentation of NASA's only correlative Science 
network, SPAN. 
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11. BACKGROUND O F  SPAN 

The Na t iona l  Space Sc ience  Data C e n t e r  (NSSDC) i s  
r e s p o n s i b l e  f o r  t h e  development and management o f  t h e  Space 
P h y s i c s  Analysis Network o r  SPAN (see Green, 1 9 8 4 ,  Green and 
Peters, 1985) .  SPAN w a s  des igned  i n  1980 and s t a r t e d  
o p e r a t i o n  i n  1981 as  a p i l o t  p r o j e c t  w i t h  three nodes .  Today 
SPAN i s  a wide area network t h a t  connec t s  o v e r  600 computers 
i n  t h e  Uni ted  S ta tes  and i n  Europe. SPAN'S development and 
growth has l a r g e l y  been w i t h i n  the space plasma p h y s i c s  
community. A large s c i e n c e  u s e r  working group p r o v i d e s  t he  
major d i r e c t i o n  f o r  SPAN'S growth (see Baker e t .  a l . ,  1984, 
Green e t .  a l . ,  1984 and 1985, Green and Z w i c k l ,  1985 and 
G r e e n s t a d t  and Green, 1 9 8 1 ) .  

Over t h e  y e a r s  SPAN has r a p i d l y  evo lved  i n t o  an 
i n t e r n a t i o n a l  network which has s u c c e s s f u l l y  demons t r a t ed  i t s  
a b i l i t y  t o  suppor t  major  spacecraft m i s s i o n s  i n c l u d i n g  
encoun te r  o p e r a t i o n s .  During the  ICE e n c o u n t e r  w i t h  comet 
Giacobin i -Zinner ,  SPAN w a s  used  t o  t r a n s m i t  n e a r - r e a l  t i m e  
data from t h e  Goddard Space F l i g h t  Cen te r  (GSFC) t o  s e v e r a l  
i n v e s t i g a t o r  remote i n s t i t u t i o n s  (see Green and King, 1 9 8 6  and 
Sanderson e t .  a l ,  1986) .  A t  'Che remote i n s t i t u t i o n s ,  t h e  
data  w a s  p rocessed  and r e t u r n e d  (most ly  i n  g r a p h i c s  form) t o  
t he  encoun te r  room a t  GSFC f o r  s c i e n t i f i c  i n t e r p r e t a t i o n .  I n  
a s i m i l a r  way, SPAN can be used  t o  s u p p o r t  many ISTP f u n c t i o n s  
i n  c o o r d i n a t i o n  w i t h  t he  p r o j e c t - d e d i c a t e d  network d i s c u s s e d  
here. 
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111. COMMUNICATION REQUIREMENTS 

In brief, an ISTP network should fully support electronic 
mail, log-ins to remote computer sites, the transfer of ASCII 
(text) files, and the transfer of binary data and graphics 
files. 

The importance of rapid and reliable electronic mail 
communications between investigators working on a given 
instrument and with project officials during instrument 
development, instrument integration, prelaunch testing, and 
postlaunch data analysis is self-evident. Remote log-ins will 
allow immediate access, by those appropriately authorized, to 
access remotely stored calibration and flight data. The 
transfer of text files will allow an easy and timely exchange, 
editing, and distribution of needed documents; e.g., technical 
specifications, project-generated requirements and notices, 
prelaunch instrument descriptions, and postlaunch data 
analysis papers. Finally, the transfer of binary data and 
graphics files (see Gallagher et al., 1985) allows remote 
testing and control of instrument operations, and analysis of 
instrument checkout data by programs running on remote 
machines. Binary data transfers also facilitate the rapid 
exchange of high resolution space flight measurements and 
plots among cooperating investigators and in support of 
agreed-upon collaborative studies. 

Of special relevance to the ISTP program, will be the 
NSSDC central online archive of "key parameter: data for the 
various planned ISTP spacecraft (as determined by the 
ISTP/NSSDC Project Data Management Plan in preparation). An 
electronic network allows investigators to easily tap this 
resource, either to generate plots directly on NSSDC computers 
for display at their local facilities or to electronically 
identify and transfer such key parameter data from NSSDC to 
their local facilities for local access and display. The 
NSSDC will also archive and distribute ISTP "event data." Here 
again, the existence of a network will greatly enhance the 
accessibility and utility of the ISTP data for the entire 
space plasma physics science community. 
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IV. CURRENT SPAN C O N F I G U R A T I O N  

The SPAN network i s  now a major  u s e r  o f  NASA's Program 
Support  Communications (PSC)  "highway." The PSC highway a l lows  
f o r  large bandwidth c ros s -coun t ry  communication l i n e s  between 
NASA c e n t e r s .  These l i n e s  form t h e  backbone o f  t h e  SPAN 
network. 

The newly des igned  SPAN topology i s  shown i n  F i g u r e  1. 
T h i s  topology f e a t u r e s  f o u r  pr imary  r o u t i n g  c e n t e r s  : Goddard 
Space F l i g h t  Cen te r  (GSFC) ,  Johnson Space C e n t e r  ( J S C ) ,  the  
Jet  P ropu l s ion  Labora tory  ( J P L ) ,  and Marshall Space F l i g h t  
C e n t e r  ( M S F C ) .  Located a t  each r o u t i n g  c e n t e r  a r e  one o r  more 
dedicated computer systems used  s o l e l y  f o r  s u p p o r t i n g  network 
communication. These machines a r e  known as  DECnet Router  
Servers o r  b y  t h e i r  DEC d e s i g n a t i o n ,  DECSA. 

Each DECnet r o u t e r  server i s  connec ted  t o  t h e  o t h e r  three 
r o u t e r s  v i a  5 6  kbps dedicated c i r c u i t s ,  forming t h e  SPAN 
DECnet "backbone. I' The " t a i l  c i r c u i t s 1 '  t h e n  complete  SPAN by 
c o n n e c t i n g  t h e  v a r i o u s  SPAN member i n s t i t u t i o n s  l o c a t e d  around 
t h e  c o u n t r y  i n t o  t h e  backbone. These t a i l  c i r c u i t s ,  i n  a lmost  
a l l  c a s e s ,  are  s imple  dedicated leased l i n e s  a t  a minimum of  
9 . 6  kbps running from t h e  member i n s t i t u t i o n  t o  t h e  n e a r e s t  
SPAN pr imary  c e n t e r .  

The new f o u r - r o u t e r  SPAN topology i s  advantageous f o r  a 
number o f  reasons .  F i r s t ,  t h e  dedicated r o u t e r s  are s e p a r a t e  
from any g e n e r a l  purpose  h o s t  machines a t  t h e  pr imary  r o u t i n g  
c e n t e r s ,  a l though t h e y  are  connec ted  v i a  l o c a l  networks t o  
o t h e r  machines a t  these c e n t e r s .  Thus t h e  network i s  n o t  
v u l n e r a b l e  t o  many o f  t h e  k i n d s  o f  system problems 
t r a d i t i o n a l l y  a s s o c i a t e d  w i t h  large,  g e n e r a l  purpose  machines.  
The new topology has fewer s i n g l e - p o i n t  equipment f a i l u r e  
l o c a t i o n s  than  o t h e r  t o p o l o g i e s ,  deletes unwanted t r a f f i c  over  
t h e  network backbone, has a l t e r n a t e  r o u t i n g  c a p a b i l i t y  b u i l t  
i n t o  t h e  backbone s t r u c t u r e  and enhances m a i n t a i n a b i l i t y .  
Th i s  topology p r o v i d e s  i n s t i t u t i o n s  w i t h  r equ i r emen t s  t h a t  
cannot  be met w i t h  a 9 .6  kbps t a i l  c i r c u i t  t h e  o p t i o n  t o  app ly  
t o  have t h e  c i r c u i t  speed  upgraded t o  1 9 . 2  o r  even 5 6  kbps t o  
t h e  r o u t e r  l o c a t i o n ,  If t h e  backbone speeds are  t o o  low t o  
s u p p o r t  network t r a f f i c  and if a d d i t i o n a l  r o u t e r  l i n e  
c o n n e c t i o n s  have been p r e i n s t a l l e d ,  supplementary h igh  speed  
backbone l i n e s  can be created on demand b y  t h e  PSC Network 
C o n t r o l  Center  (NCC) a t  MSFC. I f  there are more i n s t i t u t i o n s  
t h a t  w i s h  t o  j o i n  SPAN, a l l  t h a t  i s  required are a d d i t i o n a l  
t a i l  c i c u i t s  t o  t h e  new remote i n s t i t u t i o n s  and a d d i t i o n a l  
r o u t e r  c a p a c i t y  a t  t h e  c l o s e s t  r o u t i n g  c e n t e r s .  

SPAN i s  f u r t h e r  connec ted  t o  t h e  European Space 
Opera t ions  Cen t re  (ESOC) i n  Germany u s i n g  a dedicated 9 . 6  kbps 
t r a n s - A t l a n t i c  c i r c u i t  and a s  a backup can u s e  t h e  X . 2 5  p u b l i c  
packe t  switched networks (TELENET and DATEXP) as  t he  "highway" 
( w i t h  f u l l  f u n c t i o n  DECnet) . The i n t e r n a t i o n a l  p u b l i c  network 
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S P W  ii .25 connect ion  first passes tn rougn the KASA Packet  
S w i t c h  S y s t e m  (NPSS) and t h e n  i n t o  the GTE p u b l i c  network, 
TELENET. Once on TELENET, a t r a n s p a r e n t  connec t ion  can be 
made a c r o s s  the  A t l a n t i c  t o  t h e .  European p u b l i c  network, 
DATEXP, and f i n a l l y  down i n t o  ESOC and t h e  evo lv ing  European 
s c i e n c e  network t h a t  it i s  c r e a t i n g .  T h i s  p u b l i c  network 
o p t i o n  w i l l  remain a s  a backup connec t ion  t o  t h e  r e c e n t l y  
i n s t a l l e d  dedicated c i r c u i t s .  A SPAN l i n k  t o  Japan through 
t h e i r  p u b l i c  network,Venus-P, done i n  a s i m i l a r  manner t o  the  
p u b l i c  network connec t ion  t o  Europe, is  now under  s t u d y  by the  
NSSDC f o r  t h e  Geota i l / ISTP project (Green e t  a l . ,  1987) 
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V. PROPOSED ISTP NETWORK COMMUNICATIONS MODEL 

Network t r a f f i c  a s s o c i a t e d  w i t h  a p r o j e c t  of  t h e  scope of 
ISTP may wel l  exceed the  c a p a c i t y  o f  t h e  c u r r e n t  SPAN. A 
network i s  e s s e n t i a l  t o  r e a l i z i n g  t h e  f u l l  p o t e n t i a l  f o r  ISTP 
s c i e n c e  and, as such,  l o g i c a l l y  s h o u l d  be a r e s o u r c e  t h a t  can 
be s i z e d  and c o n t r o l l e d  d i r e c t l y  by t h e  p r o j e c t  and t h e  I S T P  
s c i e n t i f i c  community. From these c o n s i d e r a t i o n s ,  it i s  
proposed  h e r e  t h a t  an ISTP dedicated network s h o u l d  e x i s t  and 
be i n t e r c o n n e c t e d  w i t h  t h e  e x i s t i n g  SPAN system. 

F i g u r e s  2 t h rough  5 i l l u s t r a t e  the proposed 
c o n f i g u r a t i o n .  The p r o j e c t  would be r e s p o n s i b l e  f o r  f o u r  
a d d i t i o n a l  DECnet Router  Servers, one t o  be p l a c e d  a t  each of  
t h e  e x i s t i n g  SPAN c e n t e r s  and c o n f i g u r e d  e f f ec t ive ly  i n  a 
s t a r ,  w i t h  t h e  GSFC/CDHF r o u t e r  a t  t he  c e n t e r  as shown i n  
F i g u r e  2 .  These r o u t e r s  would be connec ted  by  th ree  56  kbps 
c i r c u i t s .  The c i r c u i t s  would be "dialed up" by t h e  MSFC 
Network Con t ro l  Cen te r  (NCC) on ly  d u r i n g  t h e  r e g u l a r  working 
d a y  o r  t o  serve p e r i o d s  of high ISTP a c t i v i t y .  

The r e l a t i o n s h i p  between t h e  proposed  ISTP network and 
O SPAN is  shown i n  F i g u r e  3 .  The SPAN and ISTP backbone 

T h i s  communication l i n k s  run  p a r a l l e l  t o  one a n o t h e r .  
c o n s t r u c t i o n  would p r o v i d e  a dedicated ISTP network and y e t  
would comple te ly  connec t  w i t h  SPAN, i t s  a s s o c i a t e d  remote 
nodes,  and i ts  i n t e r n a t i o n a l  connec t ions .  

A t  each o f  t he  SPAN r o u t i n g  c e n t e r s ,  t he  ISTP  routers - - - -  
would be connected t o  t h e  SPAN r o u t e r s  by a l o c a l  a r e a  
E t h e r n e t  (as  shown F i g u r e s  4 and 5). ISTP may o n l y  need t o  
u s e  t h e  p r o j e c t  network backbone d u r i n g  t h e  day .  A t  n i g h t  o r  
i n  t he  e v e n t  o f  any ISTP c i r c u i t  f a i l u r e ,  t h e  SPAN backbone 
c i r c u i t s  would be a u t o m a t i c a l l y  a v a i l a b l e  as s u b s t i t u t e  o r  
backup. The NCC would a l s o  be able t o  dynamica l ly  create 
a d d i t i o n a l  c i r c u i t s  on demand i f  needed b y  t h e  ISTP network 
( i f  t h e  r e q u i r e d  r o u t e r  l i n e s  had been i n s t a l l e d ) .  

E x i s t i n g  t a i l  c i r c u i t s  t o  ISTP P r i n c i p a l  I n v e s t i g a t o r s  
( P I )  and any  desired C o - i n v e s t i g a t o r s  (Co-I! cou ld  be moved 
from t h e  e x i s t i n g  SPAN r o u t e r s  t o  t h e  ISTP r o u t e r s .  Some c a r e  
would be r e q u i r e d  i n  address ass ignments  i n  t he  combined 
sys tem and s o m e  l o a d  b a l a n c i n g  c o n s i d e r a t i o n s  might a l s o  apply  
t o  s p e c i f i c  t a i l  c i r c u i t  connec t ions .  Other  Co-Is would 
remain connected t o  SPAN a t  no direct  c o s t  t o  t h e  p r o j e c t  but 
w i t h  f u l l ,  i f  p o s s i b l y  somewhat s lower ,  access t o  the  full 
ISTP network. When t h e  ISTP c i r c u i t s  are act ive,  ISTP t r a f f i c  
between t h e  P I  groups would move over  t h a t  network.  A t  n i g h t ,  
the  ISTP r o u t e r s  would send  t h a t  t r a f f i c  t o  t h e  connec ted  SPAN 
r o u t e r  and t h e n  o u t  ove r  the SPAN network, back t o  t h e  ISTP  
r o u t e r  a t  ano the r  c e n t e r ,  and o u t  Over t h e  a p p r o p r i a t e  t a l l  
c i r c u i t .  I S T P  i n v e s t i g a t o r s  would have full SPAN access t o  
a i l  i n s t i t u t i o n s  on SPAN a t  any t i m e .  A s  t h e  ISTP p r o j e c t  
phases  down and communication requi rements  decrease, t h e  ISTP  
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d a y t i m e  56 Kbps l i n e s  would be r e p l a c e d  by communications 
th rough  t h e  r o u t e r  connect ions t o  SPAN. 

The network connec t ion  t o  ISAS would be l o c a t e d  d t  J P L  a s  
shown i n  F igu re  4 .  The r o u t i n g  c e n t e r  c o n f i g u r a t i o n  a t  GSFC 
would be cons ide rab ly  d i f f e ren t  from the  o t h e r  r o u t i n g  c e n t e r s  
and i s  shown i n  F igu re  5. The ISTP r o u t e r  would be a t t a c h e d  
t o  t h e  CDHF and j o i n e d  t o  t h e  SPAN r o u t e r  a t  NSSDC v i a  a l o c a l  
dedicated 1 Mbps l i n e  w i t h i n  GSFC. 

Note t h a t  o v e r a l l  ISTP d a t a  and s y s t e m  s e c u r i t y  can be 
managed w i t h  s e v e r a l  s p e c i f i c  DEC so f tware  o p t i o n s .  Data t h a t  
a r e  r e s i d e n t  on ISTP d i sks  can be p r o t e c t e d  on a p e r  f i l e  
basis;  i . e . ,  by  l o c k i n g  a g a i n s t  a c c e s s  by o t h e r  u s e r s  u s ing  
t h e  VMS SET PROTECTION command. Users can a l s o  s o f t w a r e  lock  
e n t i r e  acqounts  v i a  t h e  VMS AUTHORIZE u t i l i t y  t o  p reven t  
network access of  any s o r t .  

T h e  advantages o f  t h i s  proposed model f o r  an ISTP network - a r e  numerous. 

1. 

2. 

3 .  

4.  

5 .  

6. 

7 .  

8. 

9.  

ISTP has a d e d i c a t e d  network when it needs it. SPAN can 
p rov ide  t h e  backbone o f  t h e  network f o r  u s e  i n  t h e  s e v e r a l  
y e a r s  b e f o r e  launch  without  burdening  t h e  p r o j e c t  w i t h  
expens ive  communications c a p a b i l i t i e s  t h a t  are used 
i n f r e q u e n t l y .  

SPAN p rov ides  a backup t o  the  ISTP network and s u b s t i t u t e s  
f o r  t he  ISTP l i n e  c o n f i g u r a t i o n  a t  n i g h t  o r  d u r i n g  hours  
o f  low t r a f f i c .  

ISTP g e t s  f u l l  i n t e r c o n n e c t i o n  t o  a l l  SPAN u s e r s .  

ISTP can use  the e x i s t i n g  SPAN management s t r u c t u r e  b u t  
r e t a i n s  f u l l  c o n t r o l  over  i t s  own network. 

ISTP p r o j e c t  c o s t s  are minimized by  c o o r d i n a t i o n  w i t h  
e x i s t i n g  SPAN management and hardware f a c i l i t i e s .  

The ISTP p r o j e c t  can upgrade any i t s  t a i l  c i r c u i t s  o r  
backbone when t r a f f i c  warran ts .  

ISTP P I S  w i l l  b e . f u l l y  coupled t o  NSSDC and t o  a l l  Co-Is  
and o t h e r  i n s t i t u t i o n s  i n  the  United S t a t e s ,  Europe, and 
Japan t h a t  a r e  connected t o  SPAN. 

The network can be g r a c e f u l l y  t u r n e d  back t o  SPAN a s  t h e  
p r o j e c t  phases  down, p rov id ing  cont inued  s c i e n t i f i c  
suppor t  b u t  w i th  no con t inu ing  c o s t s .  

An ISAS l i n k  is  only needed t o  JPL and n o t  GSFC, t h u s  
s a v i n g  t h e  p r o j e c t  the  c o s t  o f  an e x t r a  coas t - to -coas t  
l i n k .  
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VI. EQUIPMENT AND OPERATIONAL C O S T S  

The ISTP project should support the following: 

1. Four DECnet Router Servers, appropriate software, and 
maintenance for the hardware and software. 

2. Three 5 6  kbps lines, up only during the day and during 
special periods of the ISTP mission as required. 

3. One 1 Mbps local line to connect the ISTP router at the 
C D H F  t o  the N S S D C  and SPAN. 

The NSSDC should be responsible for the following: 

1. Management of SPAN as discussed in the document 
"Management of the Space Physics Analysis Network" (see 
Green et al., 1986). 

2 .  Maintenance of SPAN at a level of at least 95% 

3. Operation of a SPAN network information center. 

availability. 

4. Availability of all relevant N S S D C  facilities, data 
archives, and documentation to all ISTP investigators. 

5 .  Provisioi' of SPAN links to all approved ISTP 
co-Investigators . 
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VII. SUMMARY AND CONCLUSIONS 

This proposal constitutes a cost-effective and fully 
functional model for an ISTP network. This model builds on a 
large body of accumulated experience and utilizes the existing 
SPAN system, while allowing the project f u l l  control over its 
own network and the capabilities associated with it. It uses 
a proven software configuration and provides maximum 
interconnection, where needed and desired, to a wide space 
science community not only in the United States but in Europe 
and Japan as well. 
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LIST OF ACRONYMS 

ASCII - American Standard Code for Information Interchange 
CDHF - Central Data Handeling Facility at GSFC 
COI - Co-Investigator 
DATEXP - A PPSN in Germany 
DEC - Digital Equipment Corporation 
DECnet - DEC networking products generic family name 
ESA - European Space Agency 
ESOC - European Space Operations Center 
ESTEC - European Space Research and Technology Center 
GSFC - Goddard Space Flight Center 
I SAS - Institute of Space and Astronautical Science (Japan) 
ISTP - International Solar Terrestrial Physics 
JP L - Jet Propulsion Laboratory 
JSC - Johnson Space Center 
kbps - Kilobits per second 
MbPS - Megabits per second 
MSFC - Marshall Space Flight Center 
NASA - National Aeronautics and Space Administration (US) 
NCC - Network Control Center at MSFC 
NPSS - NASA Packet Switched System (using X.25 protocol) 
NSSDC - National Space Science Data Center (at GSFC) 
PI - Principal Investigator 
PPSN - Public Packet Switched Network 
PSC - Program Support Communications 
PSI-J - The DEC Packetnet System Interface for Japan 
SPAN - Space Physics Analysis Network 
TE.LENET - A PPSN owned by GTE in the United States 
VGnus-P 
X.25 - A "level 11" communication protocol for packet 

switched networks 

- A PPSN in Japan 



?age 11 

ACKNOWLEDGEMENTS 

The members of the Data Systems Users Working Group who 
fully support the S P A N  management team providing much of their 
time to make the system successful are greatfully 
acknowledged. The authors would also like to acknowledge the 
Information Systems Office and the Communication and Data 
Systems Division (especially Sandy Bates) at NASA Headquar,, +Prs 
for their continued financial support for SPAN. 



Page 12 

REFERENCES 

1. Baker, D.N. , R.D. Zwickl, and J.L. Green, The NASA Data 
Systems Users Working Group: Recommendations for Improved 
Scientific Interactions, EOS (meeting report), 65, 46, 
February 1984. 

2. Gallagher, D.L., J.L. Green, and R. Newman, SPAN 
Graphics Display Utilities Handbook, NASA TM-86500, May 
1985. 

3. Green, J.L., J.H. Waite, J.F.E. Johnson, J.R. Doupnik, 
and R. Heelis, MSFC/SCAN Network Stage 1 Workshop, 
NASA-TM-82514, April 1983. 

4. Green, J.L. , Spacelab Data Analysis Using the SCAN System, 
in the National Symposium and Workshop on Optical 
Platforms, Proc., SPIE 493 (C. Wyman editor), 370, 1984. 

5. Green, J.L., D.N. Baker, and R.D. Zwickl, SPAN Pilot 
Project Report, EOS (meeting report), 65, 777, October 
1984. 

6. Green, J.L. and D. Peters (editors), Introduction to the 
Space Physics Analysis Network (SPAN), NASA TM-86499, 
April 1985. 

7. Green, J.L., D.N. Baker, and R.D. Zwickl, DSUWG Meeting 

8. Green, J.L. and R. Zwickl, Data Systems Users Working--- 

Report, EOS (meeting report) , 66, 565, July 1985. 

Group, EOS (meeting report), 67, 100, February 1986. 

9. Green, J.L. and J.H. King, Behind the Scenes During a 
Comet Encounter, EOS (feature article), 67, 105, March 
1986. 

10. Green, J.L, D.J. Peters, N. van der Heijden, and B. 
Lopez-Swafford, Management of the Space Physics Analysis 
Network (SPAN), NSSDC Technical Report, July 1986. 

11. Green, J.L, R.E. McGuire, and B. Lopez-Swafford, A 
Communications Model for an ISAS to NASA SPAN Link, NSSDC 
Technical Report, January 1987. 

12. Greenstadt, E.W. and J.L. Green, Data Systems Users 
Working Group, EOS (meeting report), 62, 50, 1981. 

13. Sanderson, T., S. Ho, N. van der Heijden, E. Jabs, and 
J.L. Green, Near-Realtime Data Transmission During the 
ICE-Comet Giacobini-Zinner Encounter, ESA Bulletin, 45, 
21, 1986. 



Page. 13 

F i g u r e  1 - The c u r r e n t  backbone c o n f i g u r a t i o n  of  SPAN is  made 
up of f o u r  r o u t i n g  c e n t e r s  (GSFC, MSFC, J P L ,  and JSC) 
connected  t o g e t h e r  by 5 6  kbps d e d i c a t e d  l i n e s .  T h e  SPAN t a i l  
c i r c u i t s  a r e  9 .6  kbps l i n e s  from t h e  remote i n s t i t u t i o n s  t o  
t h e  closest r o u t i n g  c e n t e r .  - 
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F i g u r e  2 - The proposed ISTP backbone and t a i l  c i r c u i t  
network. Note t h a t  this system of  l i n e s  u t i l i z e s  t h e  e x i s t i n g  
SPAN r o u t i n g  c e n t e r s .  
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Figure 3 - The configuration of  SPAN and the ISTP is 
shown to illustrate the parallel nature of these two system. 
With this configuration, the ISTP network would be maintained 
as a dedicated system f o r  ISTP principal investigators and 
SPAN would carry ISTP auxiliary traffic, with nearly all the 
ISTP co-investigators already attached to tail circuits. With 
these two systems configured in this manner, a major cost 
savings can result because the ISTP backbone can be easily 
disconnected at night or during times of low usage. During 
these times the network configuration returns to that 
originally given by SPAN. 

network 
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Figure 4 - T h e  detailed configuration of the J P L  routing 
center. At t h e  routing center both the SPAN and ISTP routers 
are connected to the same Ethernet and have complete 
interconnection. 
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F i g u r e  5 - T h e  c o n f i g u r a t i o n  o f  t h e  SPAN r o u t i n g  c e n t e r  a t  t he  
NSSDC and t h e  ISTP r o u t i n g  center a t  t h e  GSFC/CDHF. A l i n e  o f  
a t  least  1 Mbps d i r e c t l y  connects  these two systems and 
e n a b l e s  i n v e s t i g a t o r s  and c o - i n v e s t i g a t o r s  access t o  t h e  CDHF 
and NSSDC f a c i l i t i e s .  I n  a 'ddi t ion,  t h e  direct l o c a l  
connec t ion  f a c i l i t a t e s  t h e  movement of m i s s i o n - s p e c i f i c  
i n fo rma t ion  ( such  as k e y  parameters )  from the  CDHF t o  t h e  
NSSDC a r c h i v e s .  
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